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Introduction

Let G be a linear reductive Lie group which is a subgroup in its complexi�cation GC . We
denote the Lie algebra of G by g0, and its complexi�cation by g = C 
R g0. We will use
the similar notation for any Lie group L; thus, LC denotes its complexi�cation, l0 its Lie
algebra, and l the complexi�cation of l0.

Take a maximal compact subgroup K of G. Then K determines a Cartan decomposi-
tion g0 = k0� s0 and its complexi�cation g = k� s. The adjoint action of KC preserves s,
and the set of all nilpotent elements Ns in s. It is well known that Ns is a normal variety
and that it has �nitely many KC -orbits ([2]).

Now consider a dual pair (G;G0) = (O(p; q); Sp(2n;R)) (see [1] for the properties of
dual pairs). In this note, we de�ne certain double �bration maps of nilpotent varieties for
O(p; q) and Sp(2n;R). We use the double �bration maps to get a correspondence between
nilpotent KC -orbits in s and nilpotent K 0

C
-orbits in s0, which is called a \theta lift". We

describe the theta lifts of two-step nilpotent orbits in Ns
0, where g0 = k0 � s0 is a Cartan

decomposition for G0 = Sp(2n;R) (Proposition 1.3).
If a nilpotent KC -orbit O � s is the theta lift of a nilpotent K 0

C
-orbit O0 � s0,

it is interesting to describe the regular function ring C
�
O
�
by means of C

�
O0
�
. Our

main results are descriptions of the KC -module structure of C
�
O
�
in terms of the double

�bration maps (Theorem 2.4 and Proposition 3.4). In the course of the proof, we realize
the closure O of the orbit as a geometric quotient of the �ber of O0 (Proposition 3.3). As
an application of these results, we get a formula of branching coeÆcients between di�erent
kind of classical groups (Corollary 3.5).

The KC -module structures of nilpotent orbits may reect the K-type decompositions
of the corresponding admissible representation of G via orbit method (or geometric quan-
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tization). Thus we can expect to extract information on the admissible representations
from the geometry of nilpotent orbits. This will be treated elsewhere.

Acknowledgments. The author thanks Cheng-Bo Zhu for the discussions on the
double �bration maps. Some of the ideas used here are due to him. He also thanks
Takuya Ohta and Hiroshi Yamashita for stimulating conversations.

1 Double �bration of nilpotent varieties

Let G = O(p; q) be an orthogonal group of signature (p; q). Then a maximal compact
subgroup K is isomorphic to O(p)� O(q). We realize them as follows.

G = O(p; q) =
�
g 2 GL(p+ q;R) j tg1p;qg = 1p;q

	
; 1p;q =

�
1p 0
0 �1q

�
;

K = O(p)� O(q) =

�
O(p) 0
0 O(q)

�
:

Then the corresponding (complexi�ed) Cartan decomposition is given by

g =

��
� �
t� 

�
j
� 2 Alt p(C )
 2 Alt q(C )

; � 2Mp;q(C )

�

=

�
Alt p(C ) 0

0 Alt q(C )

�
�

�
0 Mp;q(C )

tMp;q(C ) 0

�
= k� s:

Hence we identify s with Mp;q(C ) via

Mp;q(C ) 3 � $

�
0 �
t� 0

�
2 s:

Denote the set of nilpotent elements in s by Ns. Then, by the above identi�cation,
� 2 Mp;q(C ) belongs to Ns if and only if t�� is a nilpotent matrix, if and only if � t� is
so.

Next we consider the symplectic group G0 = Sp(2n;R) of rank n. A maximal compact
subgroup K 0 is isomorphic to the unitary group U(n) of size n. To realize K 0 in a simple
way, we de�ne Sp(2n;R) in a slightly di�erent manner from the usual one. Namely, we
put

G0 = U(n; n) \ Sp(2n; C )

=
�
g 2 GL(2n; C ) j tg1n;ng = 1n;n;

tgJg = J
	
;

where

1n;n =

�
1n 0
0 �1n

�
; J =

�
0 1n
�1n 0

�
:
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Then G0 is isomorphic to Sp(2n;R), and

K 0 =

��
k 0
0 tk�1

�
j k 2 U(n)

�
� G0

is a maximal compact subgroup. The corresponding Cartan decomposition is given by

g0 =

��
H 0
0 � tH

�
j H 2 u(n)

�
�

��
0 C
D 0

�
j C;D 2 Sym n(C )

�
= k0 � s0:

We identify s0 with Sym n(C ) � Sym n(C ) via

Sym n(C ) � Sym n(C ) 3 (C;D)$

�
0 C
D 0

�
2 s0:

Then (C;D) belongs to the nilpotent variety Ns
0 if and only if C �D is nilpotent, if and

only if D � C is so.
Now we shall de�ne the double �bration maps. Let W = Mp+q;n(C ) be the space of

all the (p+ q)� n-matrices. We express a matrix Z in W as

Z =

�
A
B

�
2 W ; A 2Mp;n(C ); B 2Mq;n(C ):

We de�ne two maps ' and  by

' :W 3 Z 7�! A tB 2Mp;q(C ) = s;

 :W 3 Z 7�! ( tAA; tBB) 2 Sym n(C ) � Sym n(C ) = s0:

Put

MC = GLp(C ) �GLq(C ) � O(p; C ) � O(q; C ) = KC ;

M 0

C
= GLn(C ) �GLn(C ) � �GLn(C ) = K 0

C
;

and de�ne MC �M 0
C
-action on W by

(m;m0) � Z =

 
m1A

tm0
1

m2Bm
0
2
�1

!
for Z =

�
A
B

�
2 W;

where

m = (m1; m2) 2MC = GLp(C ) �GLq(C );

m0 = (m0

1; m
0

2) 2M
0

C
= GLn(C ) �GLn(C ):

We introduce MC -action on s (resp. M 0
C
-action on s0) so that ' :W ! s is an MC �K 0

C
-

equivariant map (resp.  : W ! s0 is a KC �M
0
C
-equivariant map). Note that the induced

action is compatible with the adjointKC -action on s (resp.K 0
C
-action on s0). As aGLn(C )-

module, the second component Sym n(C ) of s0 is regarded as the contragredient of the
�rst component. By this reason, sometimes we will write s0 = Sym n(C ) � Sym n(C )

� .
Our �rst observation is the following.
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Lemma 1.1 ' Æ  �1 and  Æ '�1 preserves nilpotent elements:

'( �1(Ns
0)) � Ns;  ('�1(Ns)) � Ns

0:

Proof. This is an easy consequence of direct calculations. Q.E.D.

De�nition 1.2 Let O (resp. O0) be a nilpotent KC -orbit in s (resp. K 0
C
-orbit in s0). If

O = '( �1(O0)) holds, we say that O is the theta lift of O0.

Note that '( �1(O0)) is an aÆne closed cone.

Proposition 1.3 Assume that 2n < min(p; q). Let O0

[r;s] = O0
�r;s

� Ns
0 be a nilpotent

K 0
C
-orbit through

�r;s =

0
BB@

0 1r
0

0
1s

0

1
CCA (r + s � n):

Then there exists a nilpotent KC -orbit O � Ns for which '( �1(O0

[r;s])) = O holds, i.e.,

the theta lift of O0

[r;s] exists. We denote O = O[n;r;s].

Remark 1.4 We allow r = s = 0, which means that O0
[0;0] = f0g. Note that O0

[r;s]

exhausts all the two-step nilpotent orbits in s0.

Proof. We will specify the nilpotent KC -orbit O = O[n;r;s] in the end of the proof.

To prove the proposition, it suÆces to prove that  �1(O0

[r;s]) is irreducible. In fact, if

it is irreducible, then '( �1(O0

[r;s])) is an irreducible closed set, and is KC -stable in Ns.
Since Ns contains only a �nite number of KC -orbits, it must be the closure of a single
orbit.

Let us see that  �1(O0
[r;s]) is irreducible. We call

Np;k =
�
A 2 Mp;k(C ) j

tAA = 0
	

a null cone of size (p; k). It is known to be irreducible if 2k < p. Thus, if we put

Nr;s =
n
Z =

�
A
B

�
2 W j A =

�
1r 0
0 E

�
; B =

�
0 1s
F 0

�
;

where E 2 Np�r;n�r and F 2 Nq�s;n�s

o
' Np�r;n�r �Nq�s;n�s;

then Nr;s is irreducible and is contained in the �ber of �r;s. Moreover, under the condition
that 2n < min(p; q), it is easy to check that the exact �ber of �r;s is given by

KÆ
C �Nr;s =  �1(�r;s);

4



where KÆ
C
' SO(p; C ) � SO(q; C ) is the identity component of KC . Now we see that

(KÆ

C
�K 0

C
) �Nr;s =  �1(O0

[r;s]);

is irreducible, and hence  �1(O0

[r;s]) is irreducible.

We can take the following matrix as a representative of a generic KÆ
C
� K 0

C
-orbit in

Nr;s.

Z =

�
A
B

�
2 W ;

A =

0
BB@

1r 0
0 1n�r
0 0
0 i1n�r

1
CCA 2Mp;n(C ); B =

0
BB@

1n�s 0
0 1s
0 0

i1n�s 0

1
CCA 2Mq;n(C ): (1.1)

By the above arguments, we know that the theta lift of O0
[r;s] should be exactly the KC -

orbit through '(Z), where Z is given in (1.1). Q.E.D.

By the above proof, we conclude that the theta lift O[n;r;s] of O0

[r;s] consists of at most
three-step nilpotents. It is two-step nilpotent if and only if r = s = 0. Thus, we see that
the theta lift of a k-step nilpotent orbit is a (k + 1)-step nilpotent orbit.

2 Regular function ring of nilpotent orbits

In this section, we always assume that 2n < min(p; q).
Let O0

[r;s] = O0
�r;s

(r + s � n) be a nilpotent K 0
C
-orbit in Ns

0 given in Proposition 1.3.
We denote the corresponding theta lift by O[n;r;s], which is a nilpotent KC -orbit in Ns.

We consider the case s = 0 in the following. Then we have

O0

[r;0] = f(C; 0) 2 s0 j C 2 Sym n(C ); rank C = rg;

and it is known that O0

[r;0] is the associated variety of an irreducible unitary highest

weight representation of Sp(2n;R) (or its metaplectic double cover). In particular,
O0

[n;0] ' Sym n(C ) is the associated variety of a holomorphic discrete series representation

of Sp(2n;R).
Since O0

[r;0] is a K
0
C
-orbit, the regular function ring C

�
O0

[r;0]

�
carries a natural K 0

C
-

module structure. Note that K 0
C
= GLn(C ). We denote by Pk all the partitions of length

� k, i.e., Pk = f� = (�1; : : : ; �k) 2 Zk j �1 � �2 � � � � � �k � 0g.

Theorem 2.1 The regular function ring C
�
O0

[r;0]

�
is decomposed as

C
�
O0

[r;0]

�
'
X�

�2Pr

�2�
� (as a GLn(C )-module);

where �� denotes an irreducible �nite dimensional representation of GLn(C ) with highest
weight �, and ��

� is its contragredient.
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Proof. See [5], for example. Q.E.D.

Note that the �bration map

 : W =Mp;n(C ) �Mq;n(C ) �! Sym n(C ) � Sym n(C )
� = s0

is a product of two maps of the same kind,

 p :Mp;n 3 A 7�!
tAA 2 Sym n(C ) and

 q :Mq;n 3 B 7�! tBB 2 Sym n(C )
� :

Since Sp(2n;R)=U(n) is a Hermitian symmetric space, s0 decomposes into two pieces
of K 0

C
-stable subspaces s0 = s0+ � s0�, which we can identify with the decomposition

s0 = Sym n(C ) � Sym n(C )
� . Our orbit O0

[r;0] lives in s0+ alone. Therefore, if we put

�[r;0] =  �1(O0

[r;0]), it is decomposed as a product of closed aÆne cones

�[r;0] =  �1p (O0

[r;0])�  �1q (f0g) = �(p)
r �Nq;n;

where Nq;n denotes the null cone given in the proof of Proposition 1.3, and

�(p)
r =  �1p (O0

[r;0]) = fA 2Mp;n(C ) j
tAA 2 O0

[r;0]g

= fA 2Mp;n(C ) j rank
tAA � rg:

Recall that

K 0

C
= �GLn(C ) � GLn(C ) �GLn(C ) =M 0

C
:

The following lemma is now clear.

Lemma 2.2 The �ber �[r;0] =  �1(O0
[r;0]) is a product �

(p)
r �Nq;n, and hence it is KC�M

0
C
-

stable. The regular function ring breaks up into

C
�
�[r;0]

�
' C

�
�(p)
r

�
� C

�
Nq;n

�
as an (O(p; C ) �GLn(C )) � (O(q; C ) �GLn(C ))-module.

The regular function ring C
�
Nq;n

�
consists of precisely the O(q; C )-harmonic polyno-

mials in C
�
Mq;n

�
(see [4], for example). As a consequence, it decomposes in a multiplicity-

free manner,

C
�
Nq;n

�
'
X�

�2Pn

�(q)� � �� (as an O(q; C ) �GLn(C )-module); (2.1)
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where �
(q)
� denotes an irreducible �nite dimensional representation of O(q; C ) with highest

weight �. Let us decompose C
�
�
(p)
r

�
as an O(p; C ) �GLn(C )-module,

C
�
�(p)
r

�
'
X�

�;�

m(�; �) �(p)� � ��
� (as an O(p; C ) �GLn(C )-module); (2.2)

where m(�; �) denotes the multiplicity.

For � 2 Pn, decompose an irreducible representation �
(p)
� of GLp(C ) restricted to

O(p; C ),

�
(p)
�

��
O(p;C)

'
X�

�2Pn

b�� �
(p)
� ; (2.3)

where b�� denotes the branching coeÆcient. Note that � is also a partition of length � n.

Lemma 2.3 The summation in (2.2) is taken over �; � 2 Pn; and the multiplicity m(�; �)
satis�es the following inequality,

Æ�;� � m(�; �) � b�� ; (2.4)

where Æ�;� denotes Kronecker's delta. Moreover, we have a decomposition

C
�
�[r;0]

�
'

X�

�;�;�2Pn

m(�; �) (�(p)� � �(q)� )� (��
�
� ��) (2.5)

as an (O(p; C ) �O(q; C )) � (GLn(C ) �GLn(C ))-module, where m(�; �) denotes the mul-
tiplicity given above.

Proof. Since �
(p)
r is a closed subvariety of Mp;n, C

�
�
(p)
r

�
is a quotient of C

�
Mp;n

�
. On

the other hand, it is well known that C
�
Mp;n

�
decomposes as

C
�
Mp;n

�
'
X�

�2Pn

�
(p)
�

�

� �
(n)
�

�

(as a GLp(C ) �GLn(C )-module):

Therefore, we have

C
�
Mp;n

�
'
X�

�;�2Pn

b�� �
(p)
� � �

(n)
�

�

(as an O(p; C ) �GLn(C )-module):

Now the second inequality in (2.4) is clear. The �rst inequality follows from the fact that

Np;n � �
(p)
r (cf. (2.1)). Q.E.D.
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Theorem 2.4 We assume that 2n < min(p; q). Then the regular function ring of the
theta lift O[n;r;0] decomposes as

C
�
O[n;r;0]

�
'
X�

�;�2Pn

m(�; �) �(p)� � �
(q)
� (2.6)

as a KC = O(p; C ) �O(q; C )-module, where the multiplicity m(�; �) is given in (2.2) (cf.
Lemma 2.3).

We shall prove Theorem 2.4 in the next section.

Corollary 2.5 (1) We have a multiplicity-free decomposition

C
�
O[n;0;0]

�
'
X�

�2Pn

�
(p)
� � �

(q)
� (cf. [4]):

(2) If we denote the branching coeÆcient of the restriction GLp(C ) # O(p; C ) by b�� (see
(2.3)), the following decomposition holds.

C
�
O[n;n;0]

�
'
X�

�;�2Pn

b�� �
(p)
� � �

(q)
� :

3 Harmonic polynomials and geometric quotient

In this section, we always assume that 2n < min(p; q) as in the former section.
To prove Theorem 2.4, we study the induced algebra homomorphisms

'� : C
�
s
�
�! C

�
W
�
; and  � : C

�
s0
�
�! C

�
W
�
:

Let us introduce a coordinate on s0. Take (C;D) 2 s0+ � s0� = s0, where C = (Cij) and
D = (Dij) are symmetric matrices. We use fCij j 1 � i � j � ng [ fDij j 1 � i � j � ng
as a coordinate on s0. Then  � is given explicitly by

 �(Cij) =

pX
k=1

AkiAkj;  �(Dij) =

qX
l=1

BliBlj;

where fAij = Zij j 1 � i � p; 1 � j � ng [ fBij = Zp+i;j j 1 � i � q; 1 � j � ng is
considered as a system of coodinate functions on W which extracts the (i; j)-th element

of Z =

�
A
B

�
2Mp+q;n(C ) = W . Note that the image of the coodinate functions via  � is

precisely the fundamental invariants for KC = O(p; C ) � O(q; C ), which generate all the
KC -invariants in C

�
W
�
. Thus

 � : C
�
s0
�
�! C

�
W
�KC

is surjective. Moreover, we have
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Lemma 3.1 Assume that 2n < min(p; q). Then the map  � : C
�
s0
�
�! C

�
W
�KC is an

isomorphism.

Similarly, if we introduce a coordinate on s by the (k; l)-th element of X = (Xkl) 2
Mp;q(C ) = s, we see that

'�(Xkl) =
nX
i=1

AkiBli;

which is a fundamental invariant for K 0
C
= GLn(C ). Thus  � : C

�
s
�
! C

�
W
�K0

C is
surjective by the similar arguments as above. Let s[n] = fX 2 Mp;q(C ) j rankX � ng be
the determinantal variety of rank n.

Lemma 3.2 Assume that 2n < min(p; q). Then the image of ' is precisely the determi-
nantal variety: '(W ) = s[n]. Thus the induced algebra homomorphism '� : C

�
s[n]
�
�!

C
�
W
�K0

C is an isomorphism.

The proof of the above two lemmas are almost immediate. We omit them.

Proposition 3.3 Let O[n;r;s] be the theta lift of O0

[r;s]. Then O[n;r;s] is the geometric quo-

tient of the �ber �[r;s] =  �1(O0
[r;s]) by K 0

C
, i.e., O[n;r;s] = �[r;s]==K

0
C
. In particular, we

have

C
�
O[n;r;s]

�
' C

�
�[r;s]

�K0

C :

Proof. Let J = I(�[r;s]) be the de�ning ideal of �[r;s] � W . Then, I = ('�)�1(J) is

the de�ning ideal of O[n;r;s], since '(�[r;s]) = O[n;r;s]. Recall that '
� : C

�
s
�
! C

�
W
�K0

C is
surjective.

C
�
s
� '

� : surjection
������������! C

�
W
�K0

C

projection

??y ??yprojection

C
�
O[n;r;s]

�
= C

�
s
�
=I

�
�������! C

�
W
�K0

C=JK0

C

Therefore, we get C
�
s
�
=I ' C

�
W
�K0

C=JK0

C . Note that C
�
�[r;s]

�K0

C = (C
�
W
�
=J)K

0

C '

C
�
W
�K0

C=JK0

C . Thus, the proposition is proved. Q.E.D.

Let us consider the case where s = 0, and assume the decomposition (2.5). By the
proposition above, we get

C
�
O[n;r;0]

�
' C

�
�[r;0]

�K0

C

=
X�

�;�;�2Pn

m(�; �) (�(p)� � �(q)� )� (��
�
� ��)

�GLn(C ) :
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By Shur's lemma, we have

(��
�
� ��)

�GLn(C ) '

�
0 if � 6= �,
C if � = �.

Therefore, the above formula becomes

C
�
O[n;r;0]

�
'
X�

�;�2Pn

m(�; �) �(p)� � �
(q)
� ;

which �nishes the proof of Theorem 2.4.
Finally, let us assume that r = n, and express the multiplicity m(�; �) by the

Littlewood-Richardson coeÆcient c �
�; �, which is de�ned by the following formula

�� 
 �� =
X�

�

c �
�; ���:

Proposition 3.4 Let O[n;n;0] be the theta lift of the open KC -orbit O0

[n;0] in s0+. Then we
get a KC -type decomposition

C
�
O[n;n;0]

�
'
X�

�;�2Pn

 X
�2Pn

c �
�; 2�

!
�(p)� � �

(q)
� :

Therefore, the multiplicity m(�; �) in Theorem 2.4 is given by

m(�; �) =
X
�2Pn

c �
�; 2�;

for r = n.

Proof. In this case, we have �
(p)
n =Mp;n. Let H be the space of all O(p; C )-harmonics

in C
�
Mp;n

�
. Then we have an isomorphism

H
 C
�
Mp;n

�O(p;C) �
����! C

�
Mp;n

�
given by the multiplication map. Thus we get

C
�
�(p)
n

�
= C

�
Mp;n

�
' H
 C

�
Mp;n

�O(p;C)
' H
 C

�
s0+
�
:

From the following two decompositions,

H ' C
�
Np;n

�
'
X�

�2Pn

�(p)� � ��
� (as an O(p; C ) �GLn(C )-module);

C
�
s0+
�
'
X�

�2Pn

�2�
� (as a GLn(C )-module);
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we conclude that

C
�
�(p)
n

�
' H
 C

�
s0+
�

'
X�

�;�2Pn

�(p)� � (��
� 
 �2�

�)

'
X�

�;�2Pn

�(p)� �

X�

�2Pn

c �
�; 2���

�

'
X�

�;�2Pn

 X
�2Pn

c �
�; 2�

!
�(p)� � ��

�:

Q.E.D.

As an application of the above proposition, we get an interesting formula for the
branching coeÆcient b�� (see (2.3) for de�nition).

Corollary 3.5 If 2n < min(p; q), then we have

b�� =
X
�2Pn

c �
�; 2� for �; � 2 Pn:

Remark 3.6 The branching coeÆcient b�� is naturally identi�ed with the multiplicity of
the K-type �� in the holomorphic discrete series of Sp(2n;R) with the minimal K-type
��. Thus, it does not depend on the particular value p, but only depends on �; � 2 Pn.

Proof. This follows from Corollary 2.5 (2). Q.E.D.

4 Further results and comments

Let us briey discuss generalizations of the results above.
First, we note that we can develop the similar theory interchanging the role of the

pair (G;G0), if p + q � n holds. So, if one of the pair is very small (i.e., if the pair is in
the stable range), we can de�ne the theta lifting from the smaller member of the pair to
the larger one.

Almost all the arguments and results above are also valid for the other type I dual
pairs with appropriate modi�cations. However, we must develop a new, uni�ed language
to describe them in general. For example, at present, we have to construct double �bration
maps based on the case-by-case analysis. See the arguments in [6] for the pair U(p; q)�
U(n; n).

Though the double �bration maps de�ned here might seem quite ad hoc, we have a
natural interpretation for them, using the kernels and the images of nilpotent elements
(cf. [7], [3]). Also there may be another interpretation by using moment maps. These
interpretations will be useful for a general theory.
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Our correspondence of nilpotent orbits is intimately related to the theta lifts of repre-
sentations of Sp(2n;R) to O(p; q). The orbits O0

[r;0] treated in this note are associated to

the unitary highest weight representations of Sp(2n;R) (or its metaplectic double cover).
In particular, O0

[n;0] corresponds to a holomorphic discrete series representation. There-
fore, the theta lift O[n;n;0] should be associated to the theta lift of a holomorphic discrete
series. See [8] for the theta lift of the trivial representation, which is associated to the
trivial orbit O0

[0;0] = f0g.
Detailed discussions on the subjects commented above will appear elsewhere.
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